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FOREWORD 

The work presented in this report is an extension 
of the transfer studiee made for the Marshall Space 
Flight Center, and was supported by MSFC under 
Contract NAS8- 521 1 (Satellite Rendezvous Study). 
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ABSTRACT 

A three dimensional derivation is presented of the 
equations and boundary conditions necessary to deter- 
mine the minimum fuel orbit transfer path by optimizing 
the thrust direction and duration. 
known as the Mayor problem in the calculus of variations, 
yields a two point boundary value problem. 
Raphson method was used to attempt convergence of this 
two point boundary value problem, but it was found to 
be inadequate. However, with the final orbit unspecified 
numerous solutions satisfying the Mayer formtllation 
were generated and then compared with the optimum 
two-impulse tranefer between the same two orbits. 
This comparison is quite revealing; it shows first, 
that for the restricted class of orbits examined the 
optimum two-impulse estimate of velocity increment, 
or fuel required is v e r y  good. Second, it demonstrates 
that although the optimum departure and arrival points 
obtained from the impulsive and finite thrust solutions 
may be quite different, the penalty in using the former 

The formulation, 

A Newton- 

, QfizzL for design estimates m a y  be quite minor. 

. 
! 
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INTRODUCTION 

In tbis report we are  concerned with the problem of moving a vehicle 
between two arbitrary orbits in  space. 
planet as a common focus which generates a uniform central gravitational 
fieid, and the vehicle is assumed to be capable of thru6,t direction and on-oif 
cuntrui. 
equations and boundary conditions necessary to determine the minimutin-fuel 
orbit transfer path by optimizing the thrust direction and duration, and the 
departure and arrival points on the initial and final orbits. 
formulation of the calculus of variations is used. 

The orbits are assumed to have one 

%Ye yreecni ii Lwrnpkte deriv i i t io i i ,  iii thiee diiiieiisieiis, of tiic 

The Mayer ' 

W e  turn to Optimization procedures €or finding the transfer path for 
three reasons: 
for space maneuvers is one of extrerhe importance. 
purposes of design studies based on impulsive transfer, it is necessary to 
know the e r r o r  made by the assumption of impulses. 
tion technique gives an organized and general way for finding a transfer 
path; it is a procedure that is of significance no matter what quantity is to 
be extremized, since it provides a suitable steering program to accomplish 
the desired mission. 

First, the problem of realistic minimum fuel requirements 
Second, for the 

Third, the optimiza- 

Selection of the optimization technique is primarily decided by what 
has been reported in the literature, and the experience of the investigator. 
Either the indirect method-use of Lagrange multipliers-or the direct 
method-steepest descent-can be used. Reference (2) reports a successful 
application of the Mayer formulation to the problem of boosting the 
maximum payload into orbit with a high thrust engine. Reference (3) also 
use8 the same method successfully on the problem of coplanar orbital 
transfer with very low thrust engines. 
Newton-Raphson method as the principal iterative technique for solving 
the two-point boundary value problem. 
factors in this selection and in the initial approach to the two-point boundary 
value problem used in this study. 

Both applications utilized the 

These reports were the main 
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I. EQUATIONS OF MOTION* 

The kinetic energy per unit mass is: 

. 2  2.2 2 2 - 2  P = 1 / 2  (r + r 9 + r cos ); see Fig.  1. 

The potential energy per unit mas8 is: 

The Lagrangian, L = P - V: 
2 2 - 2  2 2 *2 p L = 112 (k t r 8 + r cos 6 9 )  + -  r 

The three second-order equations of. motion are obtained from: 

a L  
at $4. aqi 

- - = Qi$ i = 1-3, 
d aL - -  

1 

where the qi  are r ,  9, and q. 
moments due to the thrust, T: 

The Qi are the generalized force and 

cos + cos v 
T 

r m  
Q = -  

m I 

rr Qe =- r sin JI 

1 =-  r cos + sin v c u a  9 
Q9 m 

Thus, the three second-order equations of motion are: 

T 
2 m  

2 .2 .* - 2  
r - r e - r c o s  e 9  + JL = -  

r .  

d 2 .  2 - 2  T - (r e )  + r cos e sin 8 9 = - r s in  Jr dt  m 

*See also references 4-6. 
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d Z Z -  T - ( r  cos dt  m 8 9 )  = -  r cos 4 sin v cos 6 (3) 

W e  want the thrust, T, to be either on o r  off. 
where c = an effective exhaust velocity, and 9 = mass flow rate. 

Hence, we define T = c $, 

M L  M 
T 

T2 ' 
IT] = F = - e  Chock dimensions: 

- 
Expanding ( 2 )  and (3) ,  and noting that we cannot have 9 = f $ , we get the 

following seven first-order equations of motion, where new variables p , x, 
y a r e  defined as indicated: 

w l = r - p  = O  (4) 

w = q - y = O  ( 6 )  3 -  

2 s i n +  = o 
m r  Lx + cos sin e y  - 

w 5 E x +  r 

2 p y cp cos (t s i n v  
3 y - 2 t a n 8  x y +  - = o  

w6 r m r  cos 8 (9) 

The optimum path (for min. fuel expenditure) that is to be found must 
satisfy the equations of motion, and this is represented by constraints, 
wi = 0 ,  i = 1-7. 

There is one further constraint to be added: 
This is expressed by: 

We require the thrust to 
be on or off--no throttling. 
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Hence, problem variables are : 

Depend e c 

Dynamic and kinematic 

r P 
0 X 

9 
m 

Y 

Control 

JI 
v 

B 

Independent 

t 

Seiiotiiig &1 dcyendeni; variaoies by z, the constraints can be expressed as: 

w. = i - f. (z.) = 0 i =  1 - 8 ,  j =  1 - 1 0  
1 i - J  
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UL. DERIVATION OF OPTIMIZATION PROBLEM* 

A. Since the quantity that we want to minimize only enters in the 
b m d a r y  conditions (we use the Mayer formulation of the calculus of 
variatione), let us f i rs t  obtain the Euler-Lagrange equations associated with 
the control variables 9, w I  @. 

3' F = A .  (t) wi (gi, 
1 

Require : 

I . )  2 = v 

A 4 m  (* cos 4 sin v )  '+ x 6  (- m r  cos 9 

cos J( cos u 
r cos 0 % [ h 4 c o s $ s i n v  - h 6 

If p = 0, then T = 0 and J, and w have no meaning, and we simply compute 
the A i ( t )  by a closed-form solution which is given in  Appendix A .  
p # 0, and c and m # 0 for all t: 

For 

h cos v 
cos+(* , a inv  - r cos - 9 ] = o  

T " 6  
2 '  .'.Either + = f - or tan v = 

A r c o s  0 4 

A r cos 8 

* D  
4 

W 

, cos v = " 6  .'. sin v = 
Y 

*See also references (7)-(9). 
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where 

Note: From equations (7) and (91, that if 4 = f w / 2 *  
as expected on physical grounds. 

the v terms drop out, 

2 . )  2 = 

If p = 0, then the argument is the same as above. For  $ # 0: 

X sin v 
6 
cos e - A  C O S + = O  

1 5  

Insert  (12) and (13) for sin w and cos w ,  and collect terms: 

s i n +  - - AscosJ1 = 0 [:.:.,I 

3 . )  2 = p 

1 - c cos 4 sin v 
m r  cos e 

- c  
' 4  1" m c o s + c o s V j  + A , [ -  mr s in41  + A  6 I 

This equation yields A 8s but i t  i s  of no significance in this problem. 

B. To reconcile the sign ambiguities in 1. ) and 2. ), above, and to 
we turn to the Weierstrass necessary 'ma,. * determine when $ = 0 ,  f3 = 

condition. 
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This condition states that for a minimum, E 2 0: 

* 
Zi differs from Zi by a finite, but admissible amount. 

The only variables which admit of such strong variation are Y ,  $ a  and 
6, whprc.; far axample- 

Now, the third term in E i s  identically zero since there are no constraints 
involving 9, v ,  $. 

. . *  

or 

* 

Applying (16) we get: 

1 cp cos + sin Y cs 1 I- s i n + ]  t A 6 I mr cos 8 +'5 mr 

Note, first, that the A term E 0. 

- 8 -  
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* 
Now, factoring out a +3 and $ yields, in the notation of ref. (8): 

8 t  
? k - @  k >, 0 

where 

k cos 9 sin v 

r cos e 
t k 5  6 k = - - ( ) L 4 c o s @ c o s v  t- r sin 4 + 

I f k  > 0 ,  thenp > p*t ' (3  = 8 

I f k  < 0 ,  then g < p*+p = 0 

max 

c! 

Thus, we have the engine on-off crit-ria. 

For 8 = p*, k # k ; * 

x 5  6 * 8 A cos  + sin v 
>/ h 4 C 0 8  t$ COB sin* + r cos e h COB $ C O S  V t- 4 r 

t A cos  +* 
sin v * 6 sin 4 t +-  A 5  

r r cos 0 

* t 8 
a . )  + = $ ;  w # v - v  = v  or v + r ( =  v )  

Hence, (18)  becomes 

A cos + sin v 

3 0  
6 A cos +cos v + 

4 r COS e 

Using (12) and (13): 

2 .  2 
cos IC( ~ZQr'cos e t 1 6 r O  *D r cos 8 

V 
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- T r  n < 8 < - , the above yields Since r > 0, and- 2 2 

1 + D ,  c o s +  > 0 
U 

- D ,  & D S $  < G J  I 
V 

Physically, we will most probably be confined to 

From (1 4) and (1 9): 

A COS e 

v 
*D t a n +  = 

V 
A cos e tD 

*D tD , cos q J  = - + sin + = + 
where 

D =\l.'y t Aicos 2 2 8 
4J 

From (1 8) again: 

X sin JI A cos + sin v 
2 0  5 6 

+ r cos e h COS + COB V -t 4 r 

- 10 - 
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Substituting (12), (131, and (20)  and clearing yields: 

*D 
l4 2 0  

r cos 6 

11, 
Again, since r cos 8 > 0 ,  this requires + D 

C. There is a first integrali since the Lagrzngian, F, does cot 
involve time explicitly. 

a (ii - f .  (z.)) 
1 J  i = c  

k k a i  . ( t)  
1 

Hence, 

A $ + A  O + A  4 t L  p t A x + A  y + A 7 m = C  1 2 3 4 5 4 

D. Boundary Conditions 

The boundary conditions to be applied come from two sources: Those 
implied by the physics of the problem, and the remainder from the 
transver sality condition 

aF  

k k ik) dt +- dz 
a F  

a 'k 
d G  + (F -- a 2  

where G is the function to be minimized. 

1 . )  To clarify the derivation of the boundary conditions, let us f i rs t  
consider that the two orbits a r e  coplanar. 
the minimum fuel path to transfer between two coplanar orbits by optimizing 
the thrust direction ( v )  and duration ("Bang-bang'' control). 
and arrival points on the initial and final orbits a r e  not specified, but the 
total time of transfer is specified. 

We reiterate the problem: Find 

The departure 

The geometry is shown in Figure 2. 

- 11 - 
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FIG. 2. TRANSFER GEOMETRY . 
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Thus, we have a system of 10 first-order differential equations for 
tlie variable s : 

This system thus requires 10 boundary conditions. 
physics of the problem are: (i = initial, f = final). 

The seven specified bythe 

D- (or hJs  e -  (or E-). w 
‘f i t  t” f 

ps e,  o a r e  semi-latus rectum, eccentricity, apd argument of perigee, 
respectively. h and E a r e  angular momentum and total energy.  

(24) 

W e  derive the three remaining conditions from Equation (23) and thus 
Since we wish we are obliged finally to select the quantity to  be optimized. 

to compare our results with minimum impulsive orbital transfer, let us 
consider minimizing the characteristic velocity, 

Equation (23) becomes, utilizing (22); 

C [$ t h7] dmf t I- m - A 7 ]  dmi t I- C dt + h l  d r  
f i 

T 

0 
+ A  d $ + X 4 d p  + A 6 d y l  = O  

3 

T Since mi is specified, dmi = 0. 

unknown. Thus, 

Also, dt] = 0 ,  which implies C = 

C a t t = T  h7 =m 
This is our eighth boundary condition. The remaining two come from 

T 
[ A  1 dr  t A 3 d # t  X4dp + h 6 d y  I o  = 0, 

- 13 - 
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where we use orbit equations to relate the differentials in terms of the given 
parameters p, e, and W. TO do this w e  note: 

dr  = f'(p) dq 

-b 2 . 2  p 
E / m  = 1/2(;" + r 9 ) -F 

I 

d(E/m) = ;d; t 9 .2 rdr  t r 2 .  q d 4  t -dr tr = 0 2 r 

h/m = r 2 .  9 

2 d(h/m) = 2 r 4 d r  + r d 4  = 0 

Expresaing all the differentials in  terms of dp, the two boundary conditions 
then a re  

These two equations can be put i n  a more revealing form. Substituting 6 and 
from the equations of motion, we find 

Utilizing Equation 17 from p. 9,  with JI - = 0 and A f 0, we see that the 
right side of the above equation is 

Pk+ P A , ,  or 
i 

; A  1 t + A ,  t X4 t i A 6  t m A  7 = p k a t t  = 0 ,  T (31 I 

This thus identifies the constant, C (Equation(22))ae equal to f3k at the 
end points. 

Further, if G # 0 at  t = 0, (31) implies that k(0) = k(T). 

- 14 - 
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2 , )  We can now proceed to derive, rather succintly, the boundary 
conditions for the three dimensional case. 
boundary conditions since there are fourteen first  order differential 
conditions for the variables: 

The problem requires fourteen 

The physics of the problem now yields eleven conditions while the trans- 
versality (Equation (23)) yields three, exactly as in the planar case. The 
adGitiossa1 four physical coziatraints are that 4&e veCic?e ' 8  position and 
--..l-..:+.. I)-- +n ?.& +La es.-.~c;GpA :-;+:%I 3-A  44-51 - 1 i - 0 0  
*b*Yb.l*, -*I C" "C A-4 C I l I  Y r - - * * a b u  . a A * C L Y I  -.I- *-I y*-IL'Y. 

We list the fourteen conditions in terms of their origin: 

(a) From the final point (t = T), there a re  five: By choosing the final 
plane to have zero inclination the two additional constraints at the final point 
a r e  simply 8(T) = 0 and b(T) = 0. The other three a re  Equations ( 2 8 ) ,  
(29 )  and ( 3 0 )  applied to the final point. 

(b) From the initial point (t = 0), there a r e  six: One of the six is the 
specification of initial mass, while five a re  orbit equations. 
orbital plane is taken to have an inclination i and to have its ascending node 
on the x1 axis as in Figure 2, 
Figure 2 is replaced BO that # represents the angle in the x l ,  x2 plane a s  
in Figure 1. 

The initial 

The departure point angle called 61 in 

The five orbital equations m a y  be taken as: Equations (28), 
(291, (30). 

sin 4 =  tan 8 cot i, (33)  

and 

2 2  h 
m yr  cos 8 = - COS i. 

(c) From the transversality condition, there a r e  three: 

h7 - c  - at t = T 

is  obtained exactly a s  before. The remaining two equations are: 

and 

(34) 

(35) 

SID 64-29 
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I 

In addition it should be pointed out that just as in the planar case 
Equation (36) and Equation (37) are  equivalent to 

P(0) k ( 0 )  = c 

B(T) k (TI = c 

( 3 8 )  

( 3  9) 

Finally, for use in computation it must be indicated that equation (36) 
along with the total differentials of the five orbit equations (28, 29, 30, 33, 
and 34) constitute a set  of six homogenous equations, the determinant Q€ 
whose coefficients is the required relationship. 
Equation (31) for the initial point. 
the same as in the planar problem. 

This is the generalizztlrrrr ef 
For the final point the generalization is 

E. Corner Conditions 

The points a t  which the thrust goes on or off give rise to dis- 
continuities i n  the ik. 
different positions of the extrema1 arc  is supplied by the Erdmann- 
W e i e r  s tras s corner condition: 

The mathematical criterion needed to join 

or  

[- F +e 2k] - = [- F t 
5.1 + 

c = c+ - (411 

W e  observe that any of the seven conditions which comprise (40) would 
not apply i f  the value of the physical variable were specified a t  the dis- 
continuity. 
were specified. 

Similarly, (41) would not apply i f  the time of the discontinuity 

F. Euler-Lagrange Equations 

Here we write down the differential equations for the Lagrange 
multipliers, which come from the Euler necessary condition in  the calculus 
of variations: 

- 16 - 
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F = 1 . w  = hj (t) [ij - f j  (2,)j 
J J  

a z  
U 1. 

= - A 2 ( z , )  
k 'k j a z  

Using equations (4) - ( IO) ,  equation (43) yields: 

1 6 c /3 cos 4 sin v 
m cos 8 

A 
-2 [2P Y - 
r 

2 2 
- A ( -  2ry cos 0 sin 0) t A y cos 2 8 4 5 

X 2  - - 

1 2 c s  - x6 [ Z  x y sec 0 t - cos 9 sin v tan CI sec m r  

x3 = 0 

2 1  x 2 h 6 Y  

r i = - A +  5 +  4 1 T 

2 1 5 P  
= - A 2 - 2 r x h  4 + r - 2 h 6 y t a n 6  

(43) 

(44) 

(45)  

(47) 

\ 
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2 
[x tan o -21 (49) 4 5 '6  r 

- 2ry A cos 9 + 2 h y cos 9 sin 9 - i = - A 3  
6 

c'h s i n +  c 1 cos I.) sin v 5 
mr mr cos 6 

6 + cos 4 cos Y + 

from Section U-B-1. 

- 18 - 
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III. ITERATIVE METHOD 

The equations (4) - (10) and (44) - (50), plus the control equations for 
the switching function, k, and the steering angles, 4 and v ,  are  a set  of 
differential and algebraic equations whose boundary values a t  t = 0 and 
t = T must meet the specified conditions at  those two points. We a re  thus 
faced with the well-known two-point boundary value problem. The Newton- 
Raphson method, and a "Matrix Modification" technique w e r e  selected as 
the first iterative techniques to attempt convergence of the two-point 
btiiiidary vahc problem. Soth these methacis are fully explained in 
raferenre cq, ;i 't;=ief &szri2y;Ga Gf L& zscuzrgzncc &aracter:aticE 
of this m e t l i d  oil 'u i~  p ~ ~ " u : e m  will be giveii he is .  

The iterative techniques have so far been only applied to the coplanar 
case because i t  was felt that until a fast and reliable method was available 
for that problem it was  rather hopeless to tackle the three-dimensional 
case. 
engines, but in this case when the thrust-to-weight ratio (T/ W) is between 
one and ten, i t  does not seem to be able to handle the problem. 
comment about a T/W of ten is i n  order; the iterative procedure begins 
by f i rs t  obtaining the optimum two-impulse transfer. W e  then have the 
optimum departure and arrival points, velocity increment necessary, time 
for the transfer, and initial and final thrust direction. 
assume an  engine with a T/W = 10, we have almost an impulsive vehicle, 
and i f  the final time is set  equal to the impulsive time for transfer plus 
the time necessary to burn fuel yielding a velocity increment equal to o r  
slightly greater than the impulsive solution, we can expect that the 
finite-thrust solution wi l l  be v e r y  close to the impulsive solution in all 
respects. Once this one has been obtained, we can then proceed to 
decrease the T/W to 8 ,  6, 4, etc. ,  obtaining solutions for all these, until 
we are down to precisely the engine in which we a r e  interested. 

Reference (3) reported success with this technique for low-thrust 

One 

Hence, if we 

Now, the Newton-Raphson method applied to the coplanar problem 
has the behavior of converging on the transversality 'condition f i rs t ,  
equation (311, and then keeping that satisfied, move very slowly towards 
meeting the orbit conditions, p, e, and w. The conclusion, so far ,  is 
that the method is inadequate for this complex and sensitive problem. 
However, several modifications of the method, and i ts  use, a r e  being 
studied, and it may yet prove capable. If not, other iterative methods for 
handling the two-point boundary value problem are  being studied, and wi l l  
be tried if the Newton-Raphson proves conclusively unsatisfactory. 

- 19 - 
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NUMERICAL RESULTS 

In the introduction to this paper, three rearom for turning to optimi- 
zation procedure. for the solution of the minimum fuel orbital transfer 
problem were given. This section gives an indication of the anuwer to the 
recond atatement; i. e., the cornparison with two-impulse orbital transfer. 
Tic answer is nor conchrive since the ewitching function time history war 
restricted to one coart 'per id ,  and the second burn period wazl terminated 
a r  soonam 

k (t) = k (0 )  ; see equation (31). 

Thus, a rather rertricted class of initial and f i n a l  orbit6 was considered; 
all orbit pairs intersected, and in most cases the intersection was  quite 
shallow. 

The following table presents some of the results gathered from this 
The first column is the thrust-to-weight ratio a t  restricted comparison. 

the initial orbit; for example, a vehicle of 1000 slugs mass,  with fuel-flow 
rate, 8, of 1 slug/sec. ,  has a specific impulse of 300 sec. if the 
(T/W)i = . 7118, at a distance of 6058 miles from the center of the earth. 
In the second column, the percentage difference in velocity increment is 
given; VF = c In mi , and VI is equal to the total velocity increment F 
f rom the two-impulse minimization. 
computed as  follows: 

Total A+, in the third column was 

I 

Thus it represents the total deviation in the departure and arrival points 
between this finite thrust solution- subscript F - a n d  the impulsive rolution- 
subscript 1. 
velocity increment, or  fuel, if the departure and arr ival  point of the 
impulsive rolution is used instead of the points specified by the finite thrust 
solution. This estimate w a s  obtained in the following way: Reference (1) 
presents contour maps of minimum transfer velocity on a bi, df plot. BY 
differencing the value a t  (+i, I, +f, I) with the value at (#i, F, df, F), and 
dividing by VI, we obtain an estimate of the penalty in velocity, o r  fuel, that 
would be incurred. We emphasize that this is an approximation; but in view 
of the results in the second column, it is probably a reasonable one. 

The last column gives an approximation to the penalty in 

- 20 - 
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Finite Thrust Versus Two Impulse Comparison 

Total A+, deg. AV 
VI 
- 102 Penalty 

10 . 086 20.0 .135 

10 

8 

-136 

-203 

- ,26.3 

21.1 

0410 . . 352 
0 .236 27.9 .401 

6 .143 18.7 .365 " 

6 ,501 29.8 .685 

4 .278 34.4 .n74 

4 . 354 32.2 .247 * 

2 . 224 24.8 .611 

2 .293 20.7 631 

7118 .095 72.8 1.89 

. 7118 .194 13.0 0407 

We observe from the f i rs t  and rrecond columns, that i f  orbit transfers 
with realistic vehicles a re  restricted to be completed in  one orbit, then the 
time constraint-obtained from the impulsive solution-placed upon these 
finite thrust 601Uti0n8 i o  alrro realistic, and, ipso facto, the fuel requirement 
for the transfer obtained from the two-impulse solution is a very good 
estimate of that which would actuall'y be needed. 
the assumption that the finite thrust transfer vehicle departs and arrives a t  
the proper point, for we see that the discrepancies i n 4 i  and 4 f can be quite 
sieable. However, from the fourth column, we note that the penalty in fuel, 
or  velocity, for using the optimum +i, 4f from the impulsive solution rather 
than those specified by the finite thrust solution may be quite minor; however, 
this was a rather restricted comparison, and a good deal more numerical 
results a r e  necessary before any even tentative generalizations in this 
direction a re  possible. 

This is, of course, with 
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' WORTH A W C R l C A N  AVIATION. IMC. 

CONCLUDING REMARKS 

The Mayer formulation of the calculus of variations has been used to 
derive, in three dimensions, the equations and boundary conditions neceesary 
to determine the minimum fuel orbit transfer path by optimizing the thrust 
dire&un and durationo and the departure and arrival points on the initial 
and final orbite. The closed-form solution to the Euler-Lagrange equations, 
which apply along the coast arc has also been derived, rather explicitly, and 
has been verified by rome of the numerical integration8 indicated in the 
preceding section. 

The numerical results section is considerably leaner than des i r ed  
One conclusion, therefore, is that the multivariable Newton-Raphson 
iteration technique is inadequate for this complex and sensitive problem. 
This is a useful, albeit frustrating result. A more gratifying result is the 
favorable comparison of two-impulse and finite thrust orbit transfer 
aolutions. Restrictive as it is, i t  should be of interest to design personnel, 
for it is the firrt proven indication, to this writer's knowledge, of the real 
utility of the impulsive solution and how much a design based on it differs 
from the optimum. 

I t  is hoped, and rather optimistically felt, that one of the iteration 
techniques currently under study for solving the two-point boundary value 
problem will be effective in this endeavor. 
unreetricted variety of problems with an equally unreetricted genus of 
propulsion eysteme will be able to be expediently solved. 
80lUtiOn is obviously not universally a good eetimate for design, or even 
applicable. 
considered, and interplanetary transfers a r e  being studied, it will be 
distinctly advantageous, if not imperative, that the capability begun herein 
be a reality. 

W i t h  this accomplished, aa  

The two-impulse 

When 1o.w-thrust ion o r  nuclear propulsion systems a r e  being 
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APPENDIX A 

SOLUTXON TO EULER-LAGRANGE EQUATIONS DURING COAST 

With the fhrolst off (#3 = 0), the equations of motion are 

for coplanar orbits. 
pc, e,, + - the elgments of the coast orbit - and g,.., the angle at which the 
coast i s  begun. 

The solution to these involves four arbitrary constants; 

The Euler-Lagrange equations are: 

2 1  b# 
h *  = -A1+- r 

2h r i6 = -A - 2 ~ ~ r + + - f - c  6 
3 

1 .. 
A 1 = - [ c - A ~ + - A  i. 4 r - h 6 6 J  

= A at beginning 
of coast 7 7 = 0 ;  1 

First, change the independent variable from t to $: 

X I 6 +  = -1 - 2r#Aqt-A 2; 
3 r 6  
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Putting (AS) in  (A7), and collecting terms, yields 

The solution to (Al) and (AZ) is given by 

D 
' C  - r - 

1 + cc cos ( 9  - uc) 

W e  find by 

= o  

I 
h e  

C 
2 r 

r =- 6 ec sin ( 9  - w c )  = - sin ( q  - oc) 
pc pc 

From (AZ), *+ = 0; thus (A9) becomes r 

- Defining true anomaly as 8 = $ - uc, and using 8 as the independent 
variable, we get upon substituting the equations of motion 5OlUtiOn: 

x 4  x 3 p  c P3 (A1 1 )* 2 
-- X 4  cot 8 = 

e sin e hz e sin 8 [I t e cos 9) 
de 

. where the subscript c is now omitted. 

Substituting the orbit solution in equation (A8) we get 

2 
1 2 e sin 8 -1 3 P 2 p x (9) - - - d x 6 -  4 

2 l t e c o s e  
h [ 1  t e cos €11 d e  1 t e c o s 8  

I 
W e  note the singularity in this equation at 8 = 0, r, and that the limit 

approaches f mon opposite sides of the singularity; the handling of this is 
discus sed below. 

I 

I 
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We obtain the solution to ( A l l )  first. The homogeneous equation i s  

= K  sin0 I4 1 

3 

h e  
whereC - = - A 3 p  =cp 

he ’ ‘ 2  - 2 1 

d6 
2 K+O) = -c c o t e  + e 3  - c2 

’sin2 e [ I +  e cos 01 1 

- 2  2 
Lettingu = [ l  t e cos e ]  , dv = csc 8 d 9, we get 

-2 cos 8 d 8 
3 Judv = -cot e ~1 t e cos el + Zel  

11 t ecose]  

Using ref. ( lo ) ,  w e  find 

sin 9 

(1 + e cos e )  [ I  + e cos 01 
e - - cos 0 d 8 

3 2e 

Multiple use of #317 and #309 in ref. (10) yields 

where -n < 8 < n and 0 ,< e < 1 - elliptical transfer orbits only. 

- 25 - 
SLD 64-29 



Again, using # 3 1 5  and f309 we obtain 

Collecting terms we get: 

-2 = - cot e f i  + e COS el d 8  
I 2  -. 2 

sin w il + e  cos 

r r - e sin 6 
1 + e cos 6 

- sin 9 
2 

e + 
(1 + e cos 9) 

- 2  
K~ (e) = - c1 cot e + cg - - cot 8 [ 1 + e COS 91 

sin 8 sin 8 [ 2 e 2 + 1 1  2 +  2 
e 

t 
( 1 - t  e cos 9) (1 - e  ) ( 1  t e cos e) 

- 6 e  tan-’ (ARC) 2 3/2 
( 1 - e )  

- 
Defining the constant C - C2 C4 I K 1 ,  we have: 3 

- 26 - 
SID 64-29 



- - 2  
k4(e) = - G COS 9 t K sin 8 - C 2 sin 0 - cot 0 [ 1 t e cos 01 1 1 

where 

2 s in  8 sin 8 (2  e + 1)  

(1 - e ) (1 + e cos 0 )  
2 

+ e 
2 

(1 t e cos 9) 
t 

L 41 - e  tan e i 2  
l t e  

ARG 

and El is determined such that A ( 9  - wc) 4 c  4 c  A ( 9  ) is satisfied. 

Turning now to equation (AlZ), we have for the homogeneous solution: 

-2  
h6 = K2 (1 + e cos e) 

Using the form (A14) for K1 (9) i n  the equation for A4 (e), substituting the 
homogeneous solution for A 6  (e), above, into (AlZ)  and considering that 
K 2  = K 2  (e), yields the differential equation for K2 (0): 

1 t -2 -1 - 2  
K z ( 8 ) [ 1 + e c o s B ]  = - C  1 [ l + e c o s 0 ]  - 2 p f l + e c o s 9 ]  

2 
d e  

sin2 0 [ I  + e cos e] 
COB 0 + C 3 sin 8 - G 2 sin 8 J 

Thus, 

1 

K~ (e) = - cl ’ - 2 p [ I  t e cos el 1- c1 cos e + c 3 s in  e 
L 

1 d e  

e [ 1 + e cos 01 
- C  s i n e [  2 

sin 2 
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NOW: 

e C  e C  
= 2 p ( C  s i n e +  C COS 8 t 1 sin e c o s  e -  -sin2 e) + C j  (A16) 

1 3 

Finally, we need: 

Let: 

- dv = sin 8 [I + e cos e]  d 8 

v = - cos e + - sin2 0 

d e  

e 
2 

u =  I 2 2 '  
sin e [ 1 + e cos e]  

de [ - COS e + e / 2  sin2 e] 
p v  = uv - 2 

COS e d  e d e  

l 2  I 'sin2 e [ 1 + e cos e] 2 - 5  'i 1 + e cos 8 
udv = uv + 

For the first integral let 

y = e COS 6 

dy = - e  sin O d e  

e 
sin 0 = 

Y 
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COB e d  e y d y  

1 2  sin e 1 1  t e COS e] 2 = - e , I  2 2 2 3/2 
[ 1 + Y l  (e - Y )  

Now, let 

2 = 1 t y ;  

y = z  - 2 z 4 - 1  
2 2 

Than: 

COS e d  e - 1 ) d  z 

2 
I 2  2 sin e [ 1 + e cos e] 

where 

2 2 Z = - z  + 2 z  + e  - 1 .  

z = i + e c o s e  

Using reference (1 O), #I 90 and 91 97: 
COS e d  e d z  

I 2  sin e [ 1 + e cos e] 2 = - e  I z z  3 1 2 '  e I z zdzz3/2 

- 2  - (e e - 1 )  [+2 2 (I ++ 1) - I z z  "rJ2 (1 + (e23- 1,> 

e -  

* where 

and 
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Thus, from previous results in A 4 (0) and collecting the above, we find: 

wrrere u ocd Y are defined below equation (A17). --.L 

x 

Collecting terms, we  get: 

e c1 
(0) = [ l  t e cos 01 K2 t 2p(C1 s i n e +  C 3 c o s 0 t - s i n 0 c o s 9  2 

- 2  I- 

We note that the constants G3 and Cq appear explicitly in (AZO). To 
eliminate this, we consider all terms containing them, namely: 

e 2  ) 2 4  

e c3 
2 p (c 3 cos e --sin2 2 0 t 2 p c  c (- cos e t y e i n  e) 

where XI is the constant we determine from the initial conditions on h4(0)- 
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:. h6 ( e )  = [ 1 t e cos e]  c sin o ( 1 i 1 ) e ‘is e 

- cos e + z s i n 2  2 e )  
2 

t Z p (2 cos e - e sin e)  t 2 p C2 
1 

W e  note that equation ( A l l )  has a singularity a t  8 = 0 or T ( 9 = wc or  
$I = w + n). If i t  is necessary to evaluate k4 across either of these points, 
we have, from the f i rs t  integral (AS), a solution. C 

lim 

where the upper sign i s  used for  9 - w C ( 0  = 0), and the lower for 
Q - wC + n ( e  = r). 

W e  thus find, from (A5): 
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lim 
8 - 0  
6 - *  

A4 = c 4 3 4  .. 
i: 

W e  can derive (A22) in a different, and more fruitful manner, 
equation (A1 1) as: 

Rewrite 

d i 4  1 A 3P CP3 -=- [A cos9 +-- 
de sin8 4 he hze [1 + e  C O S ~ ]  

Since we require continuity of the multipliers, the bracketed quantify must 
approach zero just  as s in6  does as d - 0 .  
gives: 

Solving, then, for & 4  at 8 = 0 ,  

CP2 A 3h 
'4 = e p ( 1 +  e12 -= 

Thus, we know that 

l im 

e- dd 0 
dA4 0 9 - 0  --- 

W e  can thus use L'Hospital's Ruleand derive two approximate 
differential equations for A4 ( 8 ) .  In the neighborhood of 8 = 0 ,  

In the neighborhood of 4 = (r, 

Solving these two equations, we obtain: 
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We can similarly approximate (AlZ), and obtain 

where erf is the error function, or probability integral: 

0 

where 

1 - 3e - 
A 2 - 1 - e  

Since we do not have the switching function, k, as an explicit function 
of 8, some iterative method i s  needed to find the first 8 at which k crosses 
from negative to positive values. 
a parabola for extrapolation works quite well. 

Simply using two points and a slope to find 
Writing k as: 

where 
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and 

we find 
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